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Abstract
Multiple factors that impact project-based organizations’ workload 
fluctuation have already been identified by researchers. Although 
much effort has been devoted to finding these aspects, extant literature 
reviews lack systematic analysis and are confined to a few articles. This 
study tackles the lack of a systematic evaluation and content analysis 
of published studies related to workload fluctuation and offers statistics 
on the most prevalent variables in both the pre-award and post-award 
phases. The available body of knowledge is analyzed using the relative 
usage index (RUI) and social network analysis (SNA). RUI defines the 
gap in the frequency of modeling the variables. SNA defines the gap 
between mental models linking the variables affecting this problem and 
the applied dynamic models used to solve it. Results reveal some gaps, 
for instance, owner strictness and bid time have received very little 
attention in the literature. 
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1. INTRODUCTION
Project-based organizations (PBOs) are companies that 

rely on a continuous supply of projects to make a profit. 
Their structure evolves to develop a temporary system 
leading to the project's success. Through this system, 
the organization's workload is planned and managed[1]. 
Multiple factors in such systems are interacting together 
and affect the PBO, which strives to achieve harmony 
between project and portfolio workload management to 
provide tangible value to stakeholders.

The tangible deliverables are the end of the workload 
cycle. This cycle could be considered generally as two 
phases interacting together, workload acquisition (pre-
award phase) and workload execution (after-award phase). 
Existing studies considered workload acquisition from the 
perspective of the contractor and owner. The contractor 
perspective studies focused on Bidding decisions using 
different tools such as the Logistic regression model[2], 
Adaptive Neuro-Fuzzy Inference System[3], Fuzzy TOPSIS 
method[4], and Multi-criteria decision analysis[5]. These 
studies centered around the application of a process system 
to aid project selection and portfolio design to have a 
consistent characteristic of workload[6]. Other studies 
focused on competition and increasing the probability 
of winning in the bidding process. These studies utilized 
different tools to define the markup percent such as 
Bayesian statistics and correlation between bid items[7], 
and hybrid Bayesian-fuzzy to optimize the bid price in the 
negotiation phase[8].

On the other hand, existing studies from the owner's 
perspective were focused on contractor selection and 
its effect on project success. For example, Nasir and 
Hadikusumo (2019) utilized a hybrid system dynamic and 
agent-based model to study the relationship between owner 
and contractor[9]. They found that the pre-award policies 
have a greater effect on project performance. Semaan and 
Salem (2017) developed a multi-criteria decision support 
system to evaluate and select contractors in the bidding 
phase[10]. Other models utilized the fuzzy technique[11], and 
a hybrid fuzzy-AHP model[12].

Moreover, existing studies considered the after-award 
phase were oriented toward project execution management. 
These studies have endeavored to address operational-
level performance issues by seeking a local optimum 
solution (i.e., at the project level)[13]. This results from the 
application of traditional tools that typically focused on 
project performance without consideration for the effect 
of one project's performance on other projects operated 
by the same contractor[14]. This can have a butterfly effect 
in long-term implications[15]. As such, it is crucial to 
link the performance of all projects operated by a given 
organization (i.e. the portfolio level).

The interaction between the two phases (pre-award 
and after-award) and the uncertainty in the external and 
internal environment of the organization directly affect the 
organization strategic plan[16]. The application of traditional 
tools in strategic planning affects its reliability[17], and 
can give rise to schedule delays and budget overruns.                      
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This stems from the traditional management model’s 
main assumption that is, if elements are understood, 
then the project/program/portfolio can be controlled. 
However, experience suggests that the interrelationships 
among elements are more complex than has been stated 
in the traditional work breakdown structure of project 
networks[18]. 

i. Dynamic planning of PBO
The problem of adapting the organization to dynamic 

changes, such as factors fluctuation and project-based 
decisions, has been investigated in existing studies and is 
addressed in the theories of Dynamic Capabilities (DC) 
and Absorptive Capacity (AC). Several theories have 
been proposed for strategic management, such as the 
Resource-Based View (RBV) and the aforementioned DC 
and AC[13]. The foundational and most popular theory is 
RBV, which proceeds from the premise that competing 
organizations' resources and competencies are not uniform 
and leverages this concept of heterogeneity to explain 
variances in organizational success. RBV theory also notes 
that intangible resources (e.g., intellectual property rights, 
reputation, brand, culture) are more likely than material 
ones to provide a competitive advantage. However, the 
application of this theory, in reality, may necessitate both 
internal organizational stability and external environmental 
stability. Hence, DC theory endeavored to build on RBV to 
fill this gap by defining a set of organizational capabilities 
and systematic procedures or operational routines that 
enable businesses to successfully adjust to dynamic changes 
in the environment in which they compete. However, DC 
theory cannot provide value on its own, as the current 
resource base must be reconfigured to obtain value[13]. AC 
theory subsequently emerged, building on the foundation 
of RBV and DC while seeking to address this shortcoming. 
The key to AC theory is the notion that the internal process 
of learning from previous experience and present activities 
strengthens the imperative to acquire information from 
the external world. Broadly speaking AC theory can be 
understood as a holistic perspective that understands an 
organization’s dynamic capacity as something inextricably 
linked to its systems, processes, and structures[13].

PBO applies these theories in its business modeling 
(BM). BM is a general overview of a company and how 
it operates to achieve its objectives, and it encompasses 
sustainability, growth, creativity, social influence, and 
value development. BM has emerged as a central process 
for characterizing business strategy by modeling how a 
company operates to achieve its objectives[19].

At the project/portfolio level, the most widely adopted 
management approach is open systems[20]. The open 
system considers the flow of actions without considering 
their feedback. This static approach is not capable of 
representing the dynamic complexities of the business 
and market landscape[21]. Open system tools focus on the 
logical, top-down, and structural characteristics of strategy. 
As a result, this approach tends to overlook the underlying 
practices generated by the strategy, as well as how these 

practices may affect strategy implementation. Successful 
project management, in contrast, requires integration 
among the various dimensions of PBO (i.e. strategy, 
structure, human resource, behavior, and process).

Planning and management of workload in PBO is 
a dynamic process affected by the sequential decisions 
applied, where “the actual sequence of decisions is 
determined not only by planning, but also by emergent 
variables, decisions, and actions that arise within an 
enterprise that adds to the pattern but are not expected in 
the strategy”[16]. SD theory evolved from systems thinking, 
which not only considers components but also the holistic 
view, and focuses on reliably predicting behavior based on 
the underlying structure[22]. SD considers the lag between 
an action and its consequences, as well as the nonlinear 
relationships between attributes[23]. From this perspective, 
SD is used to capture the causality relationships and 
feedback loops in the system[24], and to adopt multiple 
perspectives in a single model.

ii. SD in PBO workload management 
In recent years the SD approach has been integrated 

with strategic management to support the PBO, given 
its effectiveness in promoting strategic learning, thereby 
facilitating decision-making and performance enhancement 
from a systemic viewpoint[21]. 

Existing studies have examined the application of SD 
to construction projects in the area of strategic planning[18]. 
Despite the holistic perspective of SD being its main 
advantage, the use of SD in the construction industry 
has been characterized by the focus of researchers on 
operational problems without due consideration of the 
entire cycle. Dabirian et al, (2019) applied SD in human 
resource management to simulate the exact amount of 
labor needed for a project[25]. Their model focused on the 
internal project dynamics related to labor resource needs. 
Shafieezadeh et al., (2020) used SD to capture both the 
hierarchical and dynamic complexities of projects in 
consideration of the rework cycle and the ripple effects 
in the long term[26]. Their model did not consider market 
changes and external dynamics. In this regard, Lo,                                                                                  
et al (2007) applied SD to study market dynamics and 
the balanced cost of a construction project (which was 
found to be closely related to the “owner's management                                           
strictness”)[27]. Their model did not consider the internal 
dynamics of project management.

The objective of this study is to identify and analyze the 
factors affecting PBO’s workload fluctuation using relative 
usage index (RUI) and social network analysis (SNA). 
Each analysis encompasses two clusters of existing studies: 
dynamic modeling studies and non-dynamic modeling 
studies. SNA is utilized to represent the difference between 
expert mental models and actual dynamic models. Also, 
RUI is utilized to find the differences in the frequency 
of variables used to represent the workload fluctuation 
problem. This highlights the gap that should be addressed 
in future holistic studies.  
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2. Methodology
The objective of this study is achieved through a multi-

step methodology: literature review, screening, and analysis 
of the selected articles as shown in Fig. 1. The process starts 
by selecting a suitable search engine platform. Google 
Scholar is selected because it is more inclusive than other 
search engines and covers other databases such as Scopus 
and Web of Science[28]. Also, Scopus and Web of Science 
are screened with the same keywords to make sure that 
most of the sources are reviewed. To address the issue of a 
search yielding non-reviewed sources. Then, a systematic 
review is conducted using predefined keywords: dynamic/
modeling of contracting organization performance, 
dynamic/modeling of construction project performance, 
dynamic/modeling of contracting organization workload, 
and dynamic/modeling of contracting organization bidding 
process. The keywords are carefully selected to cover the 
entire process of workload generation and execution. The 

title, abstract, and conclusion of each article returned in the 
search are screened. 

The second step is reviewing the full papers to ensure 
that their content is sufficient for analysis and characterizing 
the relationships among variables. Then, the content of 
the selected articles (see Table 1) is analyzed to identify 
the variables responsible for the dynamics of PBO's 
workload. The articles, listed in Table 1, are classified into 
three categories: survey, non-dynamic modeling, and SD 
modeling. The survey category includes studies that focus 
mainly on defining variables affecting a specific problem 
using surveys, questionnaires, and interviews and carrying 
out statistical analysis of the results. Non-dynamic 
modeling category includes studies that use modeling 
tools (e.g., fuzzy modeling, equation modeling, neural 
networks) to analyze the surveyed variables. SD modeling 
category includes studies that apply SD theory to model 
the surveyed variables. 

Select search engine 
Google scholar

Bound time frame: greater 
than 2000 to capture most of 

the published articles

screening 
relevant papers

Selecting suitable 
for Content 

Analysis

Reviewing 
full paper

Analysis of the relation between 
the dynamic parameters

Identify relevant literature about Dynamic/
Modeling of contracting organization performance 

- Dynamic/Modeling of construction project 
performance - Dynamic/Modeling of contracting 
organization workload - Dynamic/Modeling of 

contracting organization biding process

Simplified analysis:
Calculating the score of dynamic 

parameters from the dynamic models and 
compare it with other models

Social network analysis (SNA):
Form the adjacency matrix for the dy-

namic parameters
Calculating the Degree Centralities from 
the dynamic models and compare it with 

other models

Step 1: Literature review

Step 2: Identify Dynamic parameteres to 
capture Contracting organization workload

Step 3: Analuze the results to comprehend the 
gaps in the current body of knowledge

Step 4: Present guide lines including 
a conceptual framework

Checking 
Scopus/Web 
of Science

Fig. 1: Research methodology (adopted from[55])
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 I. Conventional analysis 
The conventional analysis begins with calculating the 

sum of each row of the reference matrix (both dynamic and 
non-dynamic sources). Since the number of sources varies 
between the two matrices, the summation is normalized to 
compare the ranking of variables for both matrices using 
Equation 1. Hence, the score of each variable range from 
0 to 1.

                               χ-χminχ normalized=                                                                  (1)
                           χmax-χmin

To this point, the interconnections among the various 
variables have not been factored into the analysis. 
Accordingly, another technique is required to determine 
how the variables relate to one another and thereby provide 
a more accurate picture of their relevance and gaps. Social 
network analysis (SNA) is utilized for this purpose.

ii. Social network analysis
SNA is used to investigate how variables are 

connected[61]. In the present study, the previously built 
matrices (SD and non-SD) are used to build the network. 
Each variable is considered a node in the network. If two 

Table 1: Papers studied

Item Source (Reference No.) Survey Non-dynamic modeling SD model
S1 [29] √
S2 [30] √
S3 [27] √
S4 [31] √
S5 [32] √
S6 [33] √
S7 [34] √
S8 [35] √
S9 [36] √
S10 [37] √
S11 [38] √
S12 [39] √
S13 [40] √
S14 [41] √
S15 [42] √
S16 [43] √
S17 [3] √
S18 [44] √
S19 [45] √
S20 [46] √
S21 [47] √
S22 [48] √
S23 [49] √
S24 [50] √
S25 [51] √
S26 [52] √
S27 [53] √
S28 [54] √
S29 [55] √
S30 [56] √
S31 [57] √
S32 [58] √
S33 [59] √
S34 [26] √
S35 [60] √
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variables are mentioned in the same source, this indicates a 
relation (edge) between them. This network is considered 
undirected because it considers the study of two variables 
simultaneously, not the effect of one variable on another.

The networks are built, analyzed, and presented using 
Gephi software. Gephi is an interactive visualization 
and exploration tool for all kinds of networks, complex 
systems, and hierarchical graphs[61]. The measures used 
for social networks are divided into two categories: those 
that provide information about individual positions and 
interactions, and those that provide information about 
the SN's overall structure[62]. For this research, the first 
category is adopted. 

The main assumption to build the network of variables 
from the existing studies states that the link/connection 
between these variables is the mention of these variables 
in one study. Hence, some SNA measures cannot 
provide a real reflection of the value generated from the 
measurements. For example, the degree to which a node 
is between other nodes in the network is measured by 
node betweenness. The variables with a higher degree of 

betweenness (gatekeepers) might function as an interface 
between closely knit groups. They are vital pieces in the 
connection between distinct parts of the network because 
they tend to regulate data flow across variables. Yet, based 
on the assumption the network is not mimicking the data 
flow between variables. The same concept is applied to the 
closeness measure as well. Hence, both are not calculated.

3. Dynamic variables affecting the 
PBO workload cycle

A review of the selected articles (shown in Table 1) 
reveals that 28 dynamic variables are affecting the PBO 
workload cycle. These variables are defined and categorized 
in Table 2. These categories will help researchers to define 
selected variables based on the model boundaries to be 
included in the study. Most of the variables investigated are 
related to the contractor. The little attention given to other 
categories affects the efficiency of the workload dynamic 
modeling. Hence, a detailed analysis of other categories is 
suggested for future research.

Category Item Variable Identification

Contractor V1 Organization Cash This variable indicates the cash balance of the organization, the financial capacity of the 
contractor, and the available cash for running projects and upcoming projects.

V2 Organization experience This variable indicates the experience of the organization with this type of project, 
management competency, work quality, the percentage of errors in work, and the rework 
percentage.

V3 Resources This variable indicates the availability and capacity of the contractor’s equipment, qualified 
staff, booked value, and assets.

V4 Bid price This variable indicates the size of the project, the contract price, or the awarded price.

V5 Productivity This variable includes labor productivity, equipment productivity, and crew productivity.

V6 Debit This variable indicates the number of contractors’ loans from financial institutions, interest 
rate, and payment terms.

V7 Bid manipulation This variable includes overbidding, low tender sum, and beyond contractual reword or 
abnormal claims for contractor behavior.

V8 Markup This variable indicates the profit margin in similar projects and the expected return on 
investment.

V9 Organization utilization This variable indicates the utilization of resources, their allocation, and organizational 
capacity relative to workload.

V10 Overhead cost /
organization overheads

This variable indicates the indirect costs incurred, such as the cost of measures to satisfy the 
safety level required.

V11 Tender preparation cost This variable indicates the cost for an organization to prepare a plan and estimate the bidding 
price of the potential project.

V12 Winning percent This variable indicates the probability of winning the tender based on the tendering method, 
evaluation criteria, and contractor’s history.

Owner V13 Owner strictness This variable indicates owner auditing or leniency of the owner in reviews, the quality level 
required, the required level of supervision, the owner’s reputation, and the type.

V14 Payment This variable indicates the terms of payment, advanced payment, and payment delay.

V15 Tender document purchasing 
fees

This variable indicates the purchasing price of contract documents and other administrative 
fees to participate in the bidding phase.

V16 Compensation This variable includes the value of liquidated damage, penalties for non-completion, and the 
bonus for early completion.

V17 Bonds value This variable indicates the size of the contractor in the market, its running financial power, 
and the size and validity of the bonds required.

V18 Bid time This variable indicates the time allowed for bid preparation and tendering duration.

Table 2: Identification of dynamic variables
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Market V19 Projects availability This variable indicates the market conditions and severity/intensity of competition in the 
industry.

V20 Market share This variable includes the current and expected market share based on the expected awarded 
projects.

V21 Outsource quality This variable refers to the availability of qualified subcontractors and material suppliers

V22 Number of bidders This variable indicates the level of interest in the project.

V23 Price feasibility This variable indicates the efficiency of the costing method, uncertainty in cost estimation, 
and the feasibility of cost to market.

Project V24 Outsource percent This variable indicates the amount of work that is allowed to be subcontracted according to 
the contract.

V25 Project schedule This variable indicates planned/approved contract duration.

V26 Risk This variable indicates safety incidents, safety hazards, the possibility of environmental 
issues during execution, resource price fluctuations, schedule pressure or delays, and change 
in scope.

V27 Design complexity This variable indicates the design difficulty, clarity of requirements, quality, and potential 
for design rework.

V28 Project scope This variable indicates the workload required and the project type of work.
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4. Analysis of dynamic variables
A reference matrix is developed using the 28 variables 

in Table 2 as rows and the 35 sources in Table 1 as 
columns. For each cell (i.e., the intersection between row 
and column), if the variable is mentioned in this source, 
the value of the cell equals 1; otherwise, 0, as shown in 
Table 3. The purpose of this matrix is to illustrate what the 
consensus is among academics and professionals regarding 
the variables in general. The matrix is then split into two 
matrices, one for SD modeling and the other for non-

dynamic modeling. Finally, the two matrices are analyzed 
using the relative usage index (RUI) and SNA. The results 
of these methods are presented in the following section.

5. Results and Discussion

I. Conventional analysis 
The results of the normalized RUI are shown in                     

Fig. 2. This score reflects the frequency of using variables 
in existing studies, that may be indicative of its relevance. 
Figure 2 indicates that the most used variables are V3 
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Fig. 2: Normalized score for each variable as per the matrix

(Resources), V2 (Organization experience), V25 (Project 
schedule), and V26 (Risk). Theoretically, they are the 
most prevalent variables mentioned in the literature. 
The differences between scores reveal the discrepancies 
between theoretical and simulation models that have 
been developed to date. These variables are V13 (Owner 
strictness), V18 (Bid time), V8 (Markup), V21 (Outsource 

quality), V17 (Bonds value), V27 (Design complexity), 
V4 (Bid price), V9 (Organization utilization). Hence, there 
is a lack of dynamic models for studying and simulating 
these variables. It is worth mentioning that variables such 
as V18 (Bid time) and V17 (Bonds value), despite their 
importance, have not been studied using SD models in any 
existing study.

(a) Social Network for Dynamic studies (b) Social Network for NOT Dynamic studies

Fig. 3: Social network for SD and non-SD studies
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II. Social network analysis
Figure 3 reveals that the non-SD network has a higher 

degree of centrality than the SD network. This indicates that 
the literature emphasizes the importance of investigating 
dynamic variables in conjunction rather than separately, 
the simulation models developed have tended to focus on 
specific variables. Figure 4 quantifies this observation, 
where the variables with the highest normalized score 
in both networks can be considered the most prominent 
variables in construction project management. These 
variables are V1 (Organization Cash), V3 (Resources), 
V22 (Number of bidders), V25 (Project schedule), and 
V26 (Risk). In both networks, these variables have a 

normalized degree greater than 0.8, i.e., the simulation 
models developed to agree with what has been advocated 
theoretically in the literature.

The difference in density between the two networks 
shown in Fig. 3 indicates that the variables are linked and 
have been considered in expert mental models, but have 
not garnered a sufficient amount of attention in terms of 
modeling analysis. Both the conventional analysis and 
the SNA show that the greatest disparity is concerning 
variable V13 (Owner strictness). “Owner strictness” is a 
critical variable influencing project success, it has been 
underrepresented in the simulation models developed to 
date. The second-largest gap is V23 (Price feasibility). 
This variable has not received sufficient attention from 

Fig. 4: Normalized degree score per variable for each network

the dynamic analysis perspective, as shown in Fig. 4. 
Moreover, the analysis reveals that no model among the 
studies reviewed accounts for all 28 dynamic variables. 
Among the models reviewed, none is capable of modeling 
more than 10 variables at once.

The identified 28 dynamic variables can cover a wide 
range of project aspects such as risk, productivity, resources, 
outsourcing, project scope changes, and others as mentioned 
in Table 2. Moreover, these variables can represent safety 
using the variables: overhead cost, rework, and risk. The 
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Fig. 5: Normalized local clustering coefficient per variable for each network

organization's technology level can be represented by the 
productivity, and rework variables. The schedule pressure 
can be represented by the difference between the project 
schedule and the project time. Overtime can be represented 
by productivity and cost. In other words, the 28 dynamic 
variables can be reconfigurable to represent almost the 
project aspects.

Social networks are inherently transitive. Transitivity 
is a local attribute of a node's neighborhood that reflects 
the amount of cohesiveness amongst the node's neighbors. 
A clustering coefficient is used to measure the transitivity 
attribute. The local clustering coefficient is calculated for 
each node and is shown in Fig. 5

The difference between the local clustering coefficient 
calculated from the Dynamic network and the Non-
Dynamic network highlights the gap between what is 
required as represented by experts’ suggestions and 
the dynamic models available. It also stresses the same 
variables identified by the degree of node measurements.

6. Conclusions
This study utilizes the systematic literature review 

approach to identify causes that affect the PBO workload 
fluctuation and understand their interaction. The goal 
of this study is threefold, address the absence of a 
systematic evaluation and content analysis of existing 
studies on workload changes in construction, identify 
factors influencing construction projects and contracting 
organizations, and recommend future research possibilities. 
Accordingly, a systematic analysis of prior studies is 
carried out to identify the dynamic variables that affect the 
project and the PBO’s performance. Then, conventional 
analysis and SNA are utilized to quantify any variable that 

has received little to no attention in the available literature. 
The analysis reveals that no model among the articles 

reviewed is capable of accounting for all 28 dynamic 
variables, as the most variables in reviewed models 
simulated are 10. This establishes a compelling argument 
for the development of an SD model that incorporates 
all 28 variables to realize more holistic PBO and project 
management. This step fills the gap between mental models 
linking these variables and the applied dynamic models 
revealed from SNA.  
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